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Abstract

Offline signature verification is a difficult task in the biometric authentication domain, with particular
importance in legal documents, banking activities, and identity management systems. The performance
of offline signature verification systems is heavily reliant on the quality of features extracted. Feature
extraction forms the cornerstone upon which sophisticated models perceive, analyze, and make sense
of digital data. This paper delves into the intricacies of feature extraction, examining its significance
and associated challenges. In this paper, three feature extraction methods, namely Histogram of
Oriented Gradients (HOG), which captures directional and structural local edges, GLCM (capturing
statistical texture information), and Local Binary Pattern (LBP), have been exploited. Instead of using
a single classifier, a Voting Classifier is used, which includes Support Vector Machines (SVM), Random
Forests (RF), and K-nearest neighbor (KNN) for discriminating genuine and forged signatures. The
proposed models are evaluated on five benchmark datasets: CEDAR, BHSig260 (Bengali and Hindji),
UTSig, and MCYT-75.
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1. Introduction

In the context of rapidly evolving technological
landscapes and innovation-driven digital
systems, data protection has emerged as a
critical ~priority for preventing fraud,
unauthorized access, and data breaches.
Although numerous biometric authentication
techniques exist—such as facial recognition,
iris scanning, and voice-based identification—
signature verification is considered one of the

most practical and widely accepted methods for
validating identity and securing sensitive
information. Signature verification serves as an
effective = mechanism for  preventing
unauthorized access by distinguishing genuine
signatures from forgeries. Its widespread
applicability across various institutions 1is
attributed to its ease of implementation, cost-
effectiveness, and high level of social and legal
acceptance. Unlike more complex biometric
systems, signature-based authentication does
not require specialized hardware and remains
user-friendly, making it suitable for both digital
and physical verification scenarios.

29




A handwritten signature is a unique behavioral
biometric composed of distinct symbols, letters,
and sometimes numbers, written in a specific
language and personalized by the signer. It
represents a learned motor skill and serves as a
commonly used method for authenticating
individuals across diverse applications,
including  financial transactions, legal
documentation, and institutional processes like
attendance and authorization. One of the key
challenges in signature verification arises from
its variability: a signature is not a fixed image
or structure but rather a complex and dynamic
graphical pattern that reflects the individuality
of the signer. Signatures can consist of different
shapes, strokes, characters, or stylistic
elements, making them susceptible to forgery.
For this reason, signature verification systems
are essential for distinguishing between
authentic and fraudulent signatures [6,8,9]. This
paper proposes three different models for
solving the signature verification problem. The
first model is based on HOG features, the
second model is based on GLCM features, and
the third model is based on LBP features. Once
the relevant features are extracted, the features
are fed to Voting classifiers that include SVM,
RF, and kNN for the verification task. The
classifiers are trained and tested using stratified
k-fold cross-validation.

The rest of the paper is organized as follows.
Section 2 narrates the methodologies proposed
in the literature, Section 3 describes the
proposed model, the results are drawn in
Section 5, and finally conclusion is given in
Section 6.

2. Literature Survey

Offline signature verification is a tricky
problem, and many researchers in the literature
have tried to solve this problem. The process of
signature verification involves extraction of
useful features from signature images before
passing it to classifiers for verification. In paper
[5], the authors have used HOG method for
extracting features and then features were fed to
LSTM. The proposed model was evaluated on
CEDAR and UTSig Datasets. In [7] authors
proposed a writer-dependent (WD) offline
signature verification system. The useful
features were extracted using GLCM and
Improved Local Binary Pattern (ILBP),

respectively, and these features are fused with
geometric features, and finally, SVM was used
for classification. In paper [4] authors extracted
features using CNN and HOG; these features
were fused to form hybrid feature vector. From
fused feature vector relevant features were
selected using decision tree. The selected
features were fed to classifiers such as SVM,
LSTM and KNN for the verification task. The
authors in paper [2] extracted GLCM features
and used Graph Neural Network for
verification. The proposed model has
performed well compared CNN. Three different
types of features namely principal component
analysis (PCA) , gray-level co-occurrence
matrix (GLCM), and fast Fourier transform
(FFT) were extracted [3] from signature images
in order to build a hybrid feature vector for each
image. Finally, to classify signature features,
we have designed a proposed fast hyper deep
neural network (FHDNN) architecture. In paper
[1], the authors used a Gaussian Denoising
Filter, GLCM, Principal Component Analysis
(PCA), Kernal Principal Component Analysis
(KPCA) for feature extraction on the Kaggle
dataset. The authors in [15] used pre-trained
deep neural network called VGG16 for solving
offline signature verification task. They
evaluated their method using CEDAR dataset
and showed the significance of hyper-
parameters used to tune the model. The authors
in [11] used Convolution Neural Network
(CNN), Crest-Trough method and SURF
algorithm & Harris corner detection algorithm
for solving offline signature verification task.
The authors in [12] used combinations of four
features, i.e., Average object area, mean, Euler
number and area of signature image to verify
the signature. They evaluated their model on
BHSig260 Bengali and Hindi dataset. In paper
[13] authors collected signatures at Yildiz
Technical University, from 15 people, 40
samples from each. They extracted HOG
features from signature images and feature
reduction using PCA was done before feeding
to ANN for verification. The authors in [14]
used a probabilistic neural network (PNN) and
wavelet transform average framing entropy
(AFE). The system was tested with a wavelet
packet (WP) entropy and with a discrete
wavelet transform (DWT) entropy. The authors
in [10] proposed a graph neural network-based
architecture for oftline signature verification. In
this work, the features in the signature images
are extracted by the SIFT algorithm and sent to
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the graph-based neural network as a graph
structure. The authors in [16], used chain code
histogram to extract features and fed the
features to SVM for classification. They
evaluated their model on English dataset and
the Kannada dataset called MUKOS. In paper
[17], Discrete Cosine Transform is applied to
obtain feature vector and feature reduction was
done using Linear Discriminant Analysis. Then
the reduced feature vector is fed to Multi-layer
Perceptron for classification. The authors in
[18] used a pre-trained deep neural network
called VGG16 for solving the offline signature
verification task. They evaluated their method

using the CEDAR dataset and also showed the
significance of the hyperparameters used to
tune the model.

3. Methodology

This section explains the methodology used in
this paper to solve the signature verification
problem. Here we have proposed two models
like Model 1 based on HOG features and Model
2 based on GLCM features. The Fig. 1 shows
the proposed method in this paper.

- PREPROCESSING

FEATURE EXTRACTION
Signature
Images Resize " | HOG GLCM LBP
Grey Conversion
VOTING
TRAINED
CLASSIFIER MODEL

A 4

Fig. 1: Proposed Models

3.1. Feature Extraction Stage

In this study, the Histogram of Oriented
Gradients (HOG) method and GLCM is used
for offline signature verification. In this work,
HOG and GLCM features are extracted from
signature images. Then the extracted features
are fed to voting classifier to discriminate
signatures as authentic or forgery. Figure 2
illustrates the workings of the HOG algorithm.

Model 1: Histogram of Oriented Gradients
based Signature Verification (HOG_SV)

The Histogram of Oriented Gradients (HOG)
descriptor is based on the idea that the
appearance and shape of objects in an image
can be effectively characterized by the
distribution of edge directions or intensity
gradients. Initially, images are converted to
grey scale and resized to (380 X 962). To

compute HOG features, the image is split into
small, connected regions called cells (128 X
128). Within each cell, the algorithm computes
a histogram that captures the directions of
gradients (edges) present.

These local histograms are then combined to
form a single feature vector that describes the
entire image or a region of interest. To enhance
accuracy, especially under varying lighting
conditions or shadows, the method normalizes
these histograms. This is done using larger
overlapping regions called blocks(2 X 2),
which provide a measure of local contrast. By
normalizing the histograms within these blocks,
the descriptor gains robustness to illumination
changes. Then finally flatten all block
histograms into a 1D feature vector. The image
size , cell size and block size , all determine the
feature vector dimension. Here we have
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obtained 216 distinct features for each image by
setting above mentioned specifications.

One of the main strengths of the HOG
descriptor is its resistance to small geometric
and lighting variations. Because it works on
localized patches of the image, it remains
reliable even if there are changes in pose or
brightness—except for large orientation shifts
of the object. As found by Dalal and Triggs,
using coarse spatial grids, finely divided
orientation  bins, and robust contrast
normalization makes HOG especially effective
at detecting humans, since it can overlook
minor variations in body posture, provided the
person is generally upright.

HOG is a powerful tool for detecting objects—
especially pedestrians—because it focuses on
local edge structure, which remains relatively
stable across many real-world image variations.

HOG Foaturos

Fig. 2: HOG feature extracted for signature image

Model 2: Gray Level Co-occurrence Matrix
based Signature Verification (GLCM_SV)

The Gray Level Co-occurrence Matrix (GLCM) is a
texture analysis method used in image processing,
including biometric applications like signature
verification. GLCM 1is a statistical method that
examines the spatial relationship of pixels in a
grayscale image. It calculates how often pairs of
pixels with specific values and in a specified spatial
relationship occur in an image. Signatures are
complex patterns with unique textures and
structures. GLCM helps extract texture features that
can distinguish between different individuals'
signatures, making it useful for: Offline (static)
signature verification, where images of signatures
are analyzed. Feature extraction, where patterns in
pixel intensity are used to identify or authenticate.

It begins with converting the images to a grey scale
to reduce computation complexity. The co-
occurrence matrix is computed for four different
angles, such as 0, 45, 90, and 135 degrees. Once the
co-occurrence matrix is computed, various features
like contrast, homogeneity, dissimilarity, energy, and
entropy are calculated. The resultant feature vector
consists of 24 features for each signature image.

Model 3: Local Binary Pattern-based Signature
Verification (LBP_SV)

Local Binary Pattern is a texture descriptor used
to summarize the local spatial structure of
signature images. For a given pixel, the
intensities of 8 surrounding neighbors are
compared. Then, binary values are assigned
based on whether the neighbor's intensity is
greater than or equal to the center pixel. This
forms an 8-bit binary number, which is then
converted to a decimal number indicating the
LBP code for the center pixel. Finally,
histogram of LBP is computed and this
histogram if used as feature vector. Here,
uniform LBP is used to reduce the feature
vector dimension. In this work, 18 LBP features
are extracted for each image.

3.2 Voting Classifier

The extracted features are fed to a Voting
classifier, which includes classifiers such as
SVM, RF, and KNN. A Voting Classifier is an
ensemble method that combines predictions
from multiple different machine learning
models to improve overall accuracy and
robustness. Each model has its strengths and
weaknesses. A voting classifier combines them
to achieve better performance than any single
model. In this work, soft voting is used, which
averages the predicted probabilities and then
picks the highest.

Cross Validation: Instead of using a static split,
we have used cross validation, which better
generalizes the model. The k-fold cross-
validation splits the dataset into K equal parts
(folds). Then the model is trained K times, each
time K-1 fold is used for training, and 1-fold
for testing (a different one each time). The
average of the performance over the K tests is
taken as the final result.

4. Dataset Description
In this study, we evaluate and compare the

performance of four signature verification
algorithms using benchmark datasets: UTSig,
CEDAR, MCYT-75, and BHSig260. Each
dataset offers unique challenges and
characteristics related to the types of signatures,
collection  protocols, and demographic
diversity.
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UTSig Dataset: UTSig is a Persian offline
signature dataset comprising 8,280 scanned
signature images from 115 individuals. Each
person provided 27 genuine signatures, 3
opposite-hand forgeries, 36 simple forgeries,
and 6 skilled forgeries. Signatures were
collected from students at the University of
Tehran and Sharif University of Technology,
scanned at 600 dpi resolution, and stored as 8-
bit TIFF images

CEDAR Dataset: The CEDAR dataset includes
handwritten signatures from 55 individuals of
varying professional and cultural backgrounds.
Each signer provided 24 genuine signatures
(collected in separate sessions, 20 minutes
apart), 24 skilled forgeries (produced by three
forgers, each attempting eight forgeries). Total
signature count: 1,320 genuine signatures and
1,320 forged signatures. This dataset is widely
used due to its balanced structure and
challenging forged samples.

MCYT-75 Dataset: The MCYT-75 dataset is a
subset of the full MCYT biometric signature
dataset, containing data from 75 individuals.
Each individual contributed 15 genuine
signatures, 15 skilled forgeries (produced by
other participants imitating the original
signature). Total signatures: 1,125 genuine
signatures and 1,125 skilled forgeries. The
signatures were collected using a WACOM
graphic tablet, making this dataset suitable for
both online and offline verification systems (we
use the static images in this paper).

BHsig260 Bengali Dataset:The BHsig dataset
includes signature samples from Indian writers,
covering multiple scripts including Hindi and
Bengali. There are two subsets: BHsig-H
(Hindi): 100 writers, 40 signatures per writer
(24 genuine, 16 forged). BHsig-B (Bengali):
100 writers, 40 signatures per writer (24
genuine, 16 forged). Total: 4,800 Hindi
signatures and 4,800 Bengali signatures. BHsig
is particularly useful for studying script-
influenced variations in signature style. We
have used BHSig-Bengali in this paper.

5. Results and Discussion

This section presents the verification results of
the classifiers used in this paper. Different
metrics, such as Voting Classifier Accuracy
(VCA), False Acceptance Rate (FAR), False
Rejection Rate (FRR), and Average Error Rate
(AER), are used to evaluate the proposed
model. Ultimately, the proposed model’s results
are compared with state-of-the-art work. Table
1, 2 and 3 shows the accuracies obtained by
HOG_SV, GLCM_SV, and LBP_SV models.

Table 1: Results of HOG_SV model
Dataset VCA FAR | FRR  AER

CEDAR | 97.08 537 | 045 291
BHSig B | 9638 240 | 5.12  3.76
BHSig H | 91.67  7.04 | 10.02 853
MCYT 75 8737  15.02 | 1022  12.62
UTSig 89.64 | 53.47 | 0.77 | 27.12

Table 2: Results of GLCM_SV model
Dataset VCA FAR | FRR  AER

CEDAR | 100 | 0.00 | 0.00 | 0.00
BHSig B | 90.81 4.46 | 15.08  9.77
BHSig H | 79.15 12.79 3091  21.85
MCYT 75 7648 24.08 22.93 2351
UTSig 8226  95.65 041 | 48.03

Table 3: Results of LBP_SV model
Dataset VCA | FAR | FRR | AER

CEDAR | 100 | 0.00 |0.00 | 0.00
BHSig B | 83.61 4.10 |31.75 17.92
BHSig H 7442  11.14  43.61 2738
MCYT 75 7928 1644 2497 20.71
UTSig 9573 17.68 128 | 9.48
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Among the three models proposed in this work,
HOG SV model outperforms. The HOG SV
model performs well on BHSig260 Hindi,
BHSig260 Bengali and MCYT 75 datasets

whereas LBP_SV model performs well on
CEDAR and UTSig datasets. The Fig. 3
illustrates the results of all three models
proposed in this work.

Comparison of HOG, GLCM, and LBP Features Across Datasets

105

100.0M00.00
100

Signature Verification Accuracy (%)

BHSig_B BHSig_H
Datasets

= HOG_SV
I GLCM 5V
= LBP SV

95.73

MCYT_75 UTSig

Fig. 3: Comparison of results of HOG_ SV, GLCM_SV, and LBP_SV models

The proposed model is compared with state-of-
the-art work to show the robustness of the
proposed model. Table 4 shows the results of
models proposed in the literature along with the
results of the proposed methods in this paper.

Table 4: Comparison of proposed model with
state-of-the-art work

Ref. | Methods Accuracy
used
[5] LSTM and UTSig: 92.4, CEDAR:
HOG 87.7
[4] CNN and CEDAR: 95.4
HOG
7] GLCM and | CEDAR:97.0,
SVM MCYT:94.90
Proposed BHSig_B: 96.38,
HOG_SV BHSig_H: 91.67,

model MCYT _75: 87.37
LBP_SV CEDAR: 100, UTSig :
model 95.73

6. Conclusion

This research proposes three models for
signature verification by using HOG and
GLCM algorithms for feature extraction from
signature images. Then the extracted features
were saved as a vector and classified into two
classes, genuine and forgery, using a voting
classifier (including SVM, RF, and KNN). The
HOG_SV model has achieved good results on
BHSig260 Bengali, BHSig260 Hindi, and
MCYT _75. The LBP_SV model has achieved
good results on the CEDAR and UTSig
datasets.

As the results showed HOG method gives better
results compared to GLCM and LBP. The
LBP SV model used a lesser number of
features compared to the HOG SV and
GLCM_ SV models. Our future work
concentrates on selecting relevant features and
removing redundant features so as to reduce
computation complexity yet achieve good
verification results.
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